
BUILDING good LLM products

Stanford CS 224G February 5 2026

NOT FOR DISTRIBUTION

Andy Bromberg

ANDY@ANDYBROMBERG.COM


tinkering: andybromberg.com · investing: amity.vc

with the Theory of constraints

CS224G · 2026



you can just 
build things
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But... how do you make 

them good?



The issue with LLMs

The Theory of constraints
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evals & how to improve

some practical examples

and bonus: tools I can’t live without today

What we’ll cover
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Andy Bromberg
who am I?
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Investor Partner @ Amity Ventures

Leading pre-seed through series A 

Founder Fmr. founder & CEO, CoinList

Fmr. founder & CEO, Eco

ENGINEER &

TINKERER

interface0 — AI interface for power users & teams

S.I.S. — large enterprise AI implementation

Lightwork Home Health — home health testing

S.i.S.

CS224G · 2026

Alumnus Was class of ‘16; “leave of absence” in ‘14

Mathematics & Computer Science



the big issue with building on LLMS?

They are non-deterministic
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And complexity compounds non-determinism
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a useful tool for such issues is

compounding non-determinism causes 

quality and reliability issues
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systems thinking



The theory of 
constraints

Today’s framework:
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(yes: a 1980s sales-y looking 
book on factory management. 
Bear with me...)

https://andybromberg.com/uwol/theory-of-constraints

https://andybromberg.com/uwol/theory-of-constraints


Toc in two images: the what 
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Toc in two images: the how 
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let’s model the system

Goal: CONSISTENT high quality outputs 
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https://andybromberg.com/field-guide-context-engineering


https://andybromberg.com/constraints-ai

https://andybromberg.com/field-guide-context-engineering
https://andybromberg.com/constraints-ai


let’s model the system

Goal: CONSISTENT high quality outputs 

NOT FOR DISTRIBUTIONCS224G · 2026
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Goal: CONSISTENT high quality outputs 
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let’s model the system

Goal: CONSISTENT high quality outputs 
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What might changes look like?
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(BUt remember: 

one at a time!



Sometimes you need to change your view 

of the system
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How do you know what to change 

and if it helped? 
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You need to define ...
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“you cannot understand the 
meaning of productivity 
unless you know what the 
goal is. 



Until then, you’re just 
playing a lot of games with 
numbers and words.”



You need to define ...
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good results need improvement



Improvement needs evals



Evals need a goal



a goal needs a definition



we said our goal was:

CONSISTENT high quality outputs 
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but how do you 

measure that? 



How do you measure your goal?
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“proper” evals (may you be blessed 

with a product that 

permits these)

vibe evals



Proper evals
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tl;dr: 



build and update an “eval 
set”

run against it continually

update accordingly

add online/live evaluation 
as a bonus

(why do you think mercor, 
scale Ai, surge ai are as 
big as they are?)

But: scoring is hard for 
many use cases



example: document extraction

{ }=>
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pre-labeled

doc1 : {

  title: “photography 
contract”,

  body: “...”},



doc2 : {

  title: “employment 
contract”,

  Body: {...}”,

...

SCORE = similarity({pre-labeled}, {actual output})

goal = maximize(score)



vibe evals
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tl;dr: 



Just, uh, look at the 
results and ask yourself 
how good they are



proper eval: pre-labeled results that should match exactly

proper eval: pre-labeled results that you can compute similarity to

1

2

3

4

proper eval: llm as a judge of the results

vibe eval: how does it feel

eval options

NOT FOR DISTRIBUTIONCS224G · 2026



In summary: the improvement loop
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Step 1: Diagram out your system 

Step 2: Define your goal & eval process for said goal

“proper” ...  or ... vibe evals?



In summary: the improvement loop
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Step 1: Diagram out your system 

Step 2: Define your goal & eval process for said goal

Step 4: Use toc: exploit constraint, subordinate everything else; 
elevate constraint... and measure evals each time

Step 3: Assess where you think the constraint is

system prompt, user prompt, 

context, or tools


... or the system view itself



In summary: the improvement loop
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Step 1: Diagram out your system 

Step 2: Define your goal & eval process for said goal

Step 3: Assess where you think the constraint is

Step 4: Use toc: exploit constraint, subordinate everything else; 
elevate constraint... and measure evals each time

Step 5: goto step 3



In summary: the improvement loop
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Step 1: Diagram out your system 

Step 2: Define your goal & eval process for said goal

Step 3: Assess where you think the constraint is

Step 4: Use toc: exploit constraint, subordinate everything else; 
elevate constraint... and measure evals each time

Step 5: goto step 3

this sounds boring and 
programmatic and obvious... 

but... it works
(and most people do not approach it so rigorously)



In summary: the improvement loop
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Step 1: Diagram out your system 

Step 2: Define your goal & eval process for said goal

Step 3: Assess where you think the constraint is

Step 4: Use toc: exploit constraint, subordinate everything else; 
elevate constraint... and measure evals each time

Step 5: goto step 3

this sounds boring and 
programmatic and obvious... 

but... it works
bonus: it actually works for most 

any problem in life or business



lightwork knowledge base

interface0

1

2

3 [redacted]

three practical examples
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Eval: 

holdback of a set of good emails 
(with the client inquiry) and 
segments of reports (with the 
raw data)

run latest and greatest against 
the inputs

use an llm as a judge to compare 
the holdback with the outputs


toc application: 

original constraint: system 
prompt

ongoing constraint: context 
(more and more and more)
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Eval: 

vibes - the requests are too 
varied for a proper eval
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Eval: 

vibes - the requests are too 
varied for a proper eval

toc application: 

original constraint: system 
prompt

second constraint: user prompts 
→ helped with templates

ongoing constraints: alternating 
between tools and context


https://andybromberg.com/field-guide-context-engineering

https://andybromberg.com/field-guide-context-engineering
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[redacted]
Eval: 

Expert feedback on the results 
(some structured, some 
unstructured)

User feedback on the results 
(unstructured)

toc application: 

original constraint: system 
prompts for specific subagents

Then: tools

now back to context & system 
prompts



The issue with LLMs

The Theory of constraints

1

2

3

4

evals & how to improve

some practical examples

What we covered
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the llm is ~never the constraint

the state of play today:
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so if we buy the theory of constraints...



That means here are things in your control to get 
your product to the quality & consistency you want



it is your job to map the system, build evals, 
find the current constraint, and fix it



Rinse & repeat. magic is in your hands!



please reach out!
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andy@andybromberg.com

I’d love to hear from you :)

p.s.: https://tinkering.club

https://tinkering.club


tools I can’t live without*
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* probably out of date by February 6 2025 at the pace things are going
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